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Abstract

Virtual reality concepts are changing the way we think about and with computers. The concepts 
have already proven their potential usefulness in a broad range of applications. This research was 
concerned with exploring and demonstrating the utility of virtual reality in robotics and satellite 
command and control applications. The robotics work addressed the need to quickly build accu-
rate graphical models of physical environments by allowing a user to interactively build a model 
of a remote environment by superimposing stereo graphics onto live stereo video. The satellite 
work addressed the fusion of multiple data sets or models into one synergistic display for more 
effective training, design, and command and control of satellite systems.
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1. INTRODUCTION

1.1 Executive Summary
This report documents the results of a two year LDRD project concerning the exploration and 
demonstration of the utility of virtual reality1 (VR) in robotics and satellite command and control 
applications.The robotics work centered around a system to build accurate graphical models of 
physical environments, some of which are too dangerous for human access. The application cen-
tered around the command and control of robots used by DOE for environmental restoration 
tasks.The objective was to allow the user to interactively build a model of a remote environment 
by superimposing stereo graphics onto live stereo video. The user marked points on objects in the 
video and the computer calculated the dimensions and pose of the object. Using this information, 
a model of the object was added to the graphical world. Other modes, such as voice and sound, 
were included to aide the user in building the objects in the virtual environment.

The satellite work addressed the fusion of multiple data sets or models into one synergistic display 
for more effective training, design, and command and control of satellite systems. It also explored 
alternative worlds for displaying terrain and abstract data sets. The objective was for an operator 
to view data in a more natural and intuitive way by being immersed within the satellite’s environ-
ment and from this perspective quickly and effectively convert the fused information to knowl-
edge and actions.

To accomplish this work, it was necessary to survey the existing virtual reality technology includ-
ing hardware and software systems and to build a research laboratory utilizing as many commer-
cially available components as possible upon which the applications and research could be built. 
This report includes a summary of the fundamental elements of this laboratory.

It was necessary to develop a model for the various virtual reality applications. That model and its 
applicability to a number of applications is also discussed in this report.

1.2 Concept

Virtual reality is a new paradigm for the human-machine interface. It revises both the way we 
think about computers and the way we think with them. Virtual images presented directly to the 
senses provide a participant with a total global experience. The participant is surrounded by com-
puter-synthesized information -- a spatial world in which the person and the computer can more 
effectively communicate. The user interacts with this inclusive medium by looking at objects, 
pointing his or her hands and giving verbal commands. The medium permits virtual objects which 
appear to be real to be touched and manipulated by the participant. Virtual worlds may be shared 
even over long distance. Virtual interfaces solve many existing interface problems and empower 
new and novel interfaces for teleoperation, computer-aided design, education, medical imaging, 
command and control, and much more. With such broad applicability, it is easy to see why virtual 

1.  The use of the term virtual reality encompasses the entire field of teleoperator and virtual environment systems. 
The popular terms for such systems includes but is not limited to cyberspace, virtual environments, teleoperation, tel-
erobotics, augmented reality, and synthetic environments. In the text of this document, virtual reality is used as a 
generic term to describe any such system and may be abbreviated as VR.
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reality has captured the attention and imagination of not only scientists but even the most casual 
of computer users. With systematic development, virtual interfaces can be one of the greatest 
advances of our age and a boon to industry.

Virtual reality represents a new division of labor between the human and the computer. A partner-
ship in which the computer does what it does best -- high speed calculations, redundant opera-
tions, data storage and retrieval and humans do what they do best -- reasoning, creating, overall 
context, and correlation of information to form conclusions. The VR system’s primary task 
becomes one of creating a complete environment for the participant based upon a set of informa-
tion in the form of a model. We interact with this virtual environment through our senses, reason-
ing our way through some situations, reacting immediately to others just as we do in the real 
world. The computer responds to our actions and even our voice, intuitively and intelligently, con-
stantly changing the environment in response to our actions or commands.

In any virtual reality system, the basic elements are a human being as an operator or participant, a 
computer or set of computers, and one or more devices linking the human to the computer(s). The 
computers are programmed to generate a synthetic environment that can be interacted with by the 
operator. The distinction between a teleoperator system and virtual reality system is in purpose - 
the teleoperator system aids the user in sensing and interacting with the real world. A virtual real-
ity system is intended to alter reality for the operator by generating a completely synthetic envi-
ronment. An augmented reality system is a combination of the two - a real world representation 
enhanced with computer generated information.

Two primary concepts exist in virtual reality - immersion and interactivity. Immersion is the sense 
that we have “entered” a computer generated world and that we are “there”. Interactivity means 
that we can interact with that world in ways that are meaningful or intuitive. Without these two 
elements, VR looses most of its advantage and utility over traditional graphical systems.
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2. A VR Model

The diagram in Figure 1. illustrates the differences between the “normal” human experience of 
interacting with the real world and that of interacting in a telerobotic system and a virtual environ-
ment. The VR model discussion to follow builds upon this fundamental construct.

2.1 Concept

Structured programming and software engineering methodologies are in common use today and 
have done much to improve the “art of programming”. The classic waterfall model of software 
development shown below:

This is an iterative process which is being continually refined and improved in a number of meth-
odologies and available CASE tools. One refinement of this software development model is the 
“essential software process” where the flow is described as:

In either case the process is a transformation from a need to a software product that meets that 
need. There is, in one form or another, two models, one built in terms of the application domain 

Figure 1. The Human/Real World Interface Types.

Human

Real World

Real World

Interfaces 
(sight, sound, 
touch, etc.)

Virtual World

Telerobot

Normal

Teleoperator

Virtual Reality

Real World Requirements Implementation System

Application 
domain

Conceptual 
model

Formal model Implementation 
domain



5

and another built in terms of the implementation domain. There has typically been a large seman-
tic gap between the two models due, primarily, to the lack of correlation between the real world 
and the system. That is, the results and interface to the developed system is “disconnected” from 
the real world. This is not to say that the results are incorrect, only that it is much more difficult to 
measure their correctness. Virtual reality, in essence, is an implementation model that reduces that 
gap by making it possible to produce results in terms of the real world. Validation of the result is 
almost immediate because it can be in a form that is familiar to the application expert whose needs 
it is the system is trying to meet.

The concept we are presenting here is an approach to virtual reality applications that ties the 
application domain models more closely to the implementation models. It discusses VR applica-
tions primarily in terms of the models and the interactions with those models for a particular 
application.

2.2 VR Development Process Guidelines

The development process involves modeling in three different phases while a model is being 
refined. These include model building, model application, and model adaptation. The process 
passes through each of these phases starting with building the application followed by adaptation. 
Thereafter, there may be transitions between any two phases with no particular ordering. Of par-
ticular importance in this process is the ability to quickly adapt to modifications required to realis-
tically model the application. This requirement makes rapid prototyping tools nearly a necessity.

 The model building phase considers the form and size of raw data to be input to the model, 
whether from real world sources (such as a VR camera) or the abstract world (such as seismic 
data). The type of model is also of importance. A static model presents an unchanging appearance 
to the viewer, such as a background image, while a dynamic model changes appearance or behav-
ior with changes in input data. In addition, whether the viewer interacts with the model or whether 
the model is generated off-line and then displayed to the viewer is important. Often a model must 
be generated as a series of scenes with off-line processing and then played back to animate data in 
time or perhaps change perspectives with changing movements and actions of the observer. This 
requires storage of a database of scenes with rapid access a necessity for real-time viewing. Speci-
fiying model components using object-oriented techniques lends itself to this process. One may 
not only define the characteristics and attributes of an object, but also the state machines that 
define its behavior and the methods by which one may interact with it. 

The model application phase makes actual use of the models built. The object state machines 
describing behavior are implemented and the appearance of the model is viewed in a Virtual Real-
ity display. In addition, sensors and effectors are experienced for the environment modeled. Here 
the model is examined in light of its intended use. A control program, the simulation manager 
directs the model execution and directs outputs to the observer.

The model adaptation phase is a stage of examining the desirability of the model and validating 
its closeness to the desired characteristics. Relationships are modified and enhancements pro-
posed before returning to another phase.
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2.3 Fundamentals of VR

The discussion of VR applications requires at least a fundamental understanding of the elements 
and issues involved with a VR system. Therefore, Figure 2. depicts the basic components of a sys-
tem and their interactions. Comments are added to the connecting arrows to highlight the devices 
or issues involved with that connection. A discussion of each element of the diagram follows.

2.3.1  Simulation Manager

This is the core component of the computer side of the human-machine interface whereas the 
human is represented by the “participant” block on the opposite side of the diagram. The simula-
tion manager contains the computer(s), graphics engine(s), interface components, and software 
that together perform the following three basic steps:

1. Read the input sensors.

2. Correlate the input sensors to the simulation model and update the model based upon these 
inputs as well as dynamic models such as mechanical, physical, and animation.

Simulation
Manager

Input
Sensors

Output
Effectors

Simulation
Model
(Database)

“Real World”
(Participant(s))

Tracking, Selection, In-
teraction, Commanding,
etc.

Visual Display, Spatialized
Sound, Force Feedback, etc.

Binocular Viewer, Ear-
phones, Force Feedback,
Tactile Feedback, etc.

Body Trackers, Joy Stick,
Gloves, Voice Recognition,
etc.

Off-line or real-
time modeling.

Real-time data-
base access.

Figure 2. The VR Simulation Model
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3. Produce the virtual display based upon 1 & 2. In the context of VR and for the purposes of this 
report, “virtual display” means not just a stereo graphics image, but any and all implemented 
sensory feedback systems such as sound, touch, and force.

Two primary issues come into play in the simulation manager, frame update rate and sensor lag. 
Frame update rate is simply how many display updates can be produced per second. The generally 
accepted minimum rate is 12 frames per second with an optimal goal of 30. Lag is the perceived 
delay between activation of an input sensor and the resultant effect in the VR display. This phe-
nomenon is device dependent and is a result of the amount of time it takes for the hardware to 
detect a change and communicate that change to the system. In the case of the tracking system, 
the effect would be that the participant moves but does not see the image change until some later 
instance.

2.3.2  Input Sensors

This component provides the human-to-machine inputs necessary to the simulation manager for 
updates to the simulation model and ultimately the production of the VR display. The first and 
most fundamental input sensor is the body tracker. This may include multiple sensors which are 
capable of transmitting six degrees of information to the system comprised of location (xyz) and 
orientation (roll, pitch, and yaw). Before a completely immersive experience can be generated, the 
simulation manager needs to know where the participant is looking, therefore, the first part of the 
body which must be tracked is the head. With this information, the simulation manager can pro-
duce a visual display of the environment with the correct perspective for the viewer. A second 
very common body tracker is for the hand. With this information, the simulation manager can 
detect and respond to the participants hand position for the purpose of interaction with objects 
existing within the virtual environment. Finally, a full body tracking system may be used to create 
a representation of the individual in the environment viewable by other participants in what is 
referred to as a shared virtual world.

Examples of other input sensors related directly to human interaction are voice recognition, 
gloves that sense the angles of the joints, 6D mice, and joysticks all of which are intended as nat-
ural and intuitive interfaces between the user and the environment.

Finally, other inputs from the “real world” outside of the participant may be real-time data sources 
from other systems such as satellite sensors, state-of-health, or remote sensors on a robot. These 
inputs could be read and displayed directly by the simulation manager or used to dynamically 
update the simulation model.

2.3.3  Output Effectors

The output effectors provide the feedback to the participant (machine-to-human interface) and 
encompass all of the devices that are intended to give the impression of being in another world. 
First and foremost of these is the visual display which is stereo for purposes of depth information 
and wide in field of view for a sense of immersion. Other dimensions are added with devices 
which can produce effects such as spatialized sound, force feedback, and a sense of touch.
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The primary issues with output effectors are the details of the display and the human factors. 
Detail of the display has to do primarily with resolution and the accuracy of the actions and repre-
sentations of the objects in the environment. The human factors are very complex and have to do 
with how we perceive the world around us and how virtual worlds are created that interface cor-
rectly and meaningfully to the human mind. Another human factor issue is how much realism is 
required to produce the desired effect in a VR application. Much research and experimentation are 
still required to answer these questions, however, the technology is far enough advanced that it 
can be beneficial in a number of applications. Complex scenes still result in slow frame update 
rates and appear somewhat cartoon-like, however, the concept of “suspended disbelief” wherein 
our minds bridge the gap between the real world and the simulated world provide enough realism 
to show the benefits of the technology. 

2.3.4  Real World and Participants

This, of course, is the human side of the system and everything that exists outside of the virtual 
environment. The human factors of a virtual environment were addressed briefly in the section on 
output effectors. The other factors to be aware of here are that the participant is affected by the 
physical surroundings at the same time he or she is experiencing the virtual environment. Depend-
ing upon the application, it may or may not be important to minimize the “real world” inputs. In 
the case of telerobotics, on the other hand, it is desirable to have the real world represented in the 
virtual world by means of such things as stereo video inputs and sensor status overlays. The arrow 
connecting this component to the simulation model covers this case as well as where it is desired 
to create the simulation model from real world inputs. This will be addressed further in the section 
on modeling.

2.3.5  Simulation Model

The simulation model or database is, in essence, the description of the virtual environment that is 
to be produced in the VR display by the simulation manager. The model may include static and 
dynamic information according to the particular application 

2.3.5.1  Static Models

A static model defines those objects that are fixed in the virtual environment and cannot be 
changed or affected by the dynamic model or input sensors. Some examples of static models 
would be:

• A star database that produces a realistic background display in a satellite demonstration.

• A fixed data set being viewed but not changed in the virtual environment such as SAR data 
from a site being analyzed in an intelligence application.

• A training model which is used to evaluate a users performance in a given scenario.

• A building or structure such as produced in a CAD system.
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2.3.5.2  Dynamic Models

A dynamic model defines the objects that are affected by input sensors and other stimuli that may 
be internal models themselves with properties such as physics, temporal relationships, animation 
sequences, and mechanics. It contains the state machine for the VR simulation and receives 
updates from the “real world” or input sensors and provides responses to those inputs. The 
dynamic model is the key ingredient to producing an interactive virtual environment dictating the 
rules that are in effect for a given application. For example, the participant reaches out, touches a 
ball, and the ball rolls according to the pressure applied and its physical properties of size and 
weight. 

2.3.5.3  Modeling Issues

For most applications today, the simulation model exists in resident memory and thus is accessed 
at rates high enough to maintain a desirable frame update rate. As models become larger and more 
complex, it may be necessary to have very high speed access to some form of mass storage 
devices or other machines which may be performing parallel computations and accesses to a local 
database.

The more immediate and difficult problem is the one of building the model itself. This may be 
accomplished in a number of different manners, all of which are today labor intensive.

• The application code may be written to contain the model within itself.

• Objects may be imported from a number of different CAD packages.

• Some VR software packages exist which provide some of the static and dynamic modeling 
capabilities as well as aids for the implementation of the simulation manager.

• A number of modeling packages exist that fulfill some but not all of the needs of a VR dynamic 
model.

The point here is that the existing technology makes VR model building difficult and time con-
suming. The models can be built and applications may be done but more work is needed in this 
area to ease the process.
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3.0  The VR Research System

In order for this research to be successful, it was necessary to build a state-of-the-art laboratory 
consisting of hardware and software components that could provide a quality high-performance 
VR capability. Some of these components were upgrades from previous years models as newer 
and higher performance models became available. Only the final configuration of the laboratory 
systems are summarized here.

Table 1: VR Research Lab Hardware

Vendor Product Description

SGI Onyx Reality Engine. Dual pipe-line graphics engine with 
256M memory, 4ea. R4000 processors, 9GB disk, and 
Video Lab. 

SGI Personal IRIS Graphics development workstation.

FakeSpace 
Labs

Black & White 
Boom

Stereo video display and tracking system. Currently 
scheduled for upgrade to a two color Boom.

FakeSpace 
Labs

Color Boom Two color high resolution video display and tracking 
system.

FakeSpace 
Labs

Molly Slaved stereo video camera system.

Paradigm 
Simulations

Sound hardware Six channel digital sound synthesizer, preamp, and four 
speakers.

Ascension 
Technology

Flock of Birds Two receivers with Extended Range Tracker.

Shooting 
Star Tech.

ADL-1 6D tracker

SGI Crystal Eyes Stereo glasses for monitor.

Electra 
Sonic

Microphone Cordless microphone for use with the voice recognition 
system.

BG Systems Flybox Joy stick with multiple buttons and sliders.

Panasonic Recorder Video cassette recorder.

Sony Recorder Laser videodisc recorder

Chromatek Converter Video scan converter
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Table 2: VR Research Lab Software

Vendor Product Description

SGI IRIX Unix operating system.

SGI CaseVision Software development tool.

SGI Explorer Data visualization.

FakeSpace 
Labs

Boom 
Library

Boom VR support library for both the 
black and white and two color Booms.

Sense8 WTK VR application development toolkit.

Deneb 
Robotics

IGRIP Robotics modeling package modified to 
support FakeSpace Boom.

Silma CimStation Robotics modeling package.

Paradigm 
Simulations

Audio 
Works

Sound library

Dragon Sys-
tems

Dragon Lab Voice command input software (PC ver-
sion).

Dynamic 
Graphics

No name Interactive 3D surface generation package.



12

4.0  Satellite Applications

Satellite orbit dynamics, sensor coverage planning, state-of-health monitoring, and robotic device 
control are but a few of the problems facing a satellite ground station operator. Even with current 
technology, the operator is inundated with data usually in a number of separate and counter intui-
tive displays. It is difficult at best for an operator to envision exactly what is happening to a satel-
lite under his control. Virtual reality affords a unique opportunity to fuse multiple data sources 
into one synergistic and interactive display. The operator may be immersed in the satellite envi-
ronment and in a natural and intuitive manner see, feel, and hear what the satellite sees, feels, and 
hears. A system like this has potential for simulation and training as will as actual real-time con-
trol. The following is a description of just such a system modeled around the concepts described 
in section 2.

The first effort in this work was to create an earth-centered celestial sphere environment into 
which satellite models and data could be imported. An important objective was to create enough 
realism to give a participant the sense that they were suspended in outerspace. The model created 
included the earth, sun, moon, and a thousand of the brightest stars all in their correct positions in 
an earth-centered coordinate system. One form of the earth model is a very realistic view as cre-
ated from actual satellite photographs texture mapped unto a set of polygons approximating a 
sphere. Another earth model may be viewed in wire-frame depicting lines of latitude and longi-
tude with rough outlines of the continents. This form of the earth model is useful for projecting 
satellite data onto the earth model where geographical location information may be important.

The next step was to create the ability to simulate various satellites, their orbits, and dynamics. A 
number of different satellites, including the space shuttle, have been simulated in this environ-
ment. Extensive work was conducted on simulating the GPS satellite constellation. This work 
involved the merging of multiple data sets into one dynamic interactive model in the environment 
described above. The simulation centers on nuclear detection payloads on-board these satellites 
and several dynamics related to these systems. Orbit dynamics and their effects on crosslink and 
downlink communication may be observed and analyzed in this system including simulations of 
detected events. Figure 3. shows one frame of the simulation. Downlink paths are shown in green, 
crosslink communications in pink and the satellites themselves in yellow. Time may be controlled 
in the simulation such that a particular date may be chosen for observation as well as increased or 
decreased to aid in analysis. Figure 4. shows one frame of the simulation where the orbit paths and 
planes are displayed. 

Data from a bolide event that was detected by the sensor systems onboard the GPS satellites was 
reproduced in this simulation for purposes of comparison to ground based human sightings of the 
event. The model correctly identified the eight satellite sensor systems that actually detected the 
event. The participant is able to “fly” in the virtual environment to the point of the ground based 
sighting and view the event as it should have been seen according to the satellite data. 

Finally, this simulation was used to dynamically create satellite sensor coverage maps. It is often 
of interest to be able to describe the region of the earth that is viewable by a specific sensor at a 
specified time from a spacecraft. If the sensor is a full-earth staring sensor and is not effected by 
atmosphere or other obstructions, the region of visibility is simply the physical geometrical hori-
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Figure 3. GPS Satellite Crosslink & Downlink Communications

Figure 4. GPS Satellite Orbit & Path Simulation
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zon of the earth from the spacecraft, that is a plane that cuts through that horizon. If however, 
some physical phenomena (i.e., sensor sensitivity) prevents visibility to the horizon, this limita-
tion is often quantified by indicating the minimum elevation angle, as measured from the satellite 
to a plane tangent to the earth. The coverage region for one satellite varies with respect to the ele-
vation angle. Zero degrees is the best case, and greater angles would be less desirable. The simu-
lation is able to show the horizon coverage as the elevation angle varies from 0 to larger degrees.

Another important aspect of coverage is known as solar inhibit. In order to keep the optical sensor 
onboard the spacecraft from continuously triggering, the sensor is turned off when the sun enters 
the field of view. The critical portions of the orbit are determined by monitoring the angle formed 
by straight line connection of the centers of the sun, the vehicle, and the earth, the so called SVE 
angle. The simulation dynamically computes the SVE for each satellite and effectively turns off 
the sensor at the appropriate solar inhibit time. During the time that a satellite is inhibited, it is 
turned red in the simulation. This outage effect comes into play in the computation and display of 

Figure 5. Dynamic Sensor Coverage Map
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Figure 6. Terrain Elevation Data

sensor coverage maps. The simulation dynamically computes the earth coverage for each satellite 
and displays the areas of the earth not covered by a selectable minimum number of satellites.

Figure 5. shows one frame of the real-time collective coverage simulation. Areas of the earth 
without the required coverage (in this case, a minimum of 4 satellites in view) are colored in 
bright red. With 24 satellites, and assuming an elevation angle of 0 degrees, coverage of the entire 
earth is normally very good. Areas of non-coverage (i.e., less than 4 satellites in view) occur if we 
raise the elevation angle, or at certain times when a satellite is solar inhibited, especially if two 
satellites are simultaneously solar inhibited, or if we require that more than 4 satellites see an area. 
The virtual environment for this application dynamically and instantaneously shows the sensor 
coverage from any viewpoint at any time.

4.1  Terrain and Abstract Data Sets

As an adjunct to the satellite simulation discussed in 4., virtual environments of terrain data and 
abstract data sets were explored utilizing once again the VR model discussed in 2. These types of 
data sets may be important to display in a satellite application and could potentially be imple-
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mented as sub-worlds within the main satellite simulation. Figure 6. is an example of the terrain 
elevation display. 

Abstract data sets are difficult to represent to the human sensory system. Classically this informa-
tion has only been presented in 2D or at best 3D flat screen graphical displays. An advantage that 
VR brings to this problem is that it is multi-sensory - both for input sensors and output effectors. 
Now the application programmer has more options available for presenting this multi-dimensional 
information to the user. Not only is the “infinite” display of the immersive VR environment avail-
able but such things as sound, voice prompting, voice commands, and 3D manipulators become 
available for understanding and analyzing the data. One example of such an application is shown 
in Figure 7. This work involved the display of multi-dimensional seismic data. A three dimen-
sional representation of the data is displayed within a virtual environment that may be controlled 
by the participant through voice commands. The user may move forward or backward through the 
data set by issuing voice commands. Several devices such as the grid rings shown in figure 7 are 
controllable also by voice commands and aid the user in analyzing the information.

Figure 7. Multi-dimensional Data Visualization
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5.0  Robotics Application

Many DOE tasks must be carried out in environments too dangerous for humans. An example is 
environmental remediation tasks such as removing the waste from leaking underground storage 
tanks. In order to program a robot to work in such environments, a model of the environment is 
needed, so that the robot knows where the obstacles and objects of interest are. In the case of envi-
ronments such as the waste tanks, such models do not exist and must be created prior to robot pro-
gramming. The purpose of this research was to develop such an interactive model building system 
using virtual reality and telepresence techniques.

This work included the building of a prototype system which demonstrated the ability to interac-
tively build a graphical model.This prototype system is able to place models (cylinders of known 
orientation) within 2 inches of their world position and within 0.5 inches of their actual dimen-
sions. The prototype system uses a 3-DOF stereo camera platform slaved to a stereoscopic viewer. 
The graphical model is also stereo and slaved to the movements of the user’s head via the viewer. 
Methods for registering the graphics and the live video and for interactively building the model 
were developed. Voice commands and audio feedback were added to aide the user in the modeling 
task. Computer vision algorithms were developed to extract information about the object of inter-
est. This information was used to build the graphical model.

The major milestones of this work are:

• Integration of a stereo camera system, stereo viewer, and development of a graphical over-
lay capability.

• Modification of a robotics graphical modeling package to allow socket communication 
with other devices and software.

• Modeling of the stereo camera platform for calibration purposes.

• Development of a 3D pointer for interaction using a joystick and buttons box.

• Calibration of the stereo CCD cameras on the platform. Camera calibration gives the trans-
formation matrix from world space to image space. Software was written that allows the 
transformation from image space to world space.

• Development of image processing software to extract edges from the camera platform 
images.

• Development of a demonstration which illustrates the ability to interactively build models 
with the cameras fixed.

• Development of software to register graphics and video when the cameras are moving

Details of this work may be found in the publication: 

“Interactive Graphical Model Building Using Telepresence and Virtual Reality” C. 
Cooke and S. Stansfield, submitted to IEEE International conference on Robot-
ics and Automation. 5/8-13 1993. San Diego, CA.
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6.0  Conclusions

The virtual reality concept is a very promising step forward in the effort to more effectively use 
computers for the benefit of mankind. It introduces a new approach in the utilization of computers 
by taking better advantage of what the computer does best versus what human beings do best. 
Humans are good at pattern recognition, evaluation, and an overall sense of context. Computers 
are best at computations, repetitive steps, data storage and retrieval, and remembering. A new 
division of labor that maximizes these assets cannot help but improve the efficiency of knowledge 
gained through information processed by our computers. The technology is, even after 10 years of 
research and development, still infantile in many ways. It is, it seems, a simple concept with many 
issues and difficulties in implementation. Human psychology and human perception are just a 
couple of the terribly complex issues that come into play in bridging the gap between concept and 
realization. 

We feel that this research has proven the utility of fully interactive real-time virtual environments 
and multi-dimensional data visualization in satellite and robotic applications. It also suggests the 
usefulness of virtual reality in a number of other applications such as training, strategic planning, 
environmental monitoring, and defense to name just a few. Much more fundamental research is 
needed on the technology, but at the same time, application “pull” must provide the impetuous for 
this research and definition of needs that must be satisfied by the technology. Potential users 
should not be deterred from experimenting with VR on applications because of the fear of some 
deficiencies of the technology. The concepts are sound and with national focus and funding of fur-
ther research and with users willing to pioneer the use of the technology, the vision and dreams of 
the VR innovators will be realized.
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